Abstract—This work addresses the problem of controlling an underactuated system to a goal state in a cluttered environment. To this end, a gyroscopic obstacle avoidance controller is proposed for a class of underactuated systems, which take as inputs body torques and a thrust force along some known body-fixed axis. The Lyapunov stability of the controller in the presence of obstacles is shown in theory and verified through simulations. Care is taken to ensure stability even when the system has only a finite obstacle detection radius, and a novel gyroscopic obstacle avoidance gain selection is designed which smoothly attenuates the steering force as the robot heads away from an obstacle. Furthermore, a gyroscopic steering force tailored to two primitive obstacles, namely cylinders and spheres, is proposed. Simulations of a quadrotor system and a nanosatellite system validate that the controller is stable under a large number of obstacles and smoothly converges to the goal state.

I. INTRODUCTION

Navigation of underactuated dynamic robotic systems in a cluttered environment is considered a nontrivial task. Challenges arise due to the inability of the system to instantaneously produce a force in any desired direction. The class of underactuated systems considered in this work are rigid bodies with controls given by body torques and a thrust force along with some body-fixed axis. These types of systems are common in robotics and include quadrotors, satellites, underwater and surface vehicles. For instance, quadrotors are becoming important for a variety of applications such as search and rescue [1], mapping [2], and package delivery [3]. Quadrotors have four axis aligned rotors which provide thrust along the rotor’s axis and torque along the body axes. Besides, small satellites such as cubesats [4] are enabling low-cost testbeds for applications such as formation flying [5] and other autonomous operations [6]. The CubeSats considered in this work have an attitude control system (ACS) and a single thruster which produces the thrust force along some body-fixed direction.

Many control techniques have been developed for such types of vehicles. These include deterministic feedback linearizing controllers for quadrotors in [7], [8], [9], [10] as well as Lyapunov-stable controllers in the presence of bounded external disturbances [11], [12], [13], [14].

In addition to standard point stabilization, requiring provably stable obstacle avoidance significantly complicates the control design. While a backstepping obstacle avoidance controller has been proposed in [15], it focused on two schemes, namely a mass point model and a safety ball model to generate waypoints away from an obstacle. The proposed controller, therefore, does not explicitly include obstacle constraints, and no proof of obstacle-aware convergence is available. Traditionally, obstacle avoidance for fully actuated systems has been considered through gyroscopic avoidance and navigation field [16] approaches. The navigation field approach generates an artificial potential field with a global minimum at the goal and a maximum at the obstacles, but the design of such a potential field is non-trivial. The navigation field approach has been used for obstacle avoidance of quadrotors in [17], [18]. Unlike the potential field methods, the dynamic window approach [19] is a local method that merges a Model Predictive Control (MPC) approach and potential field methods to find a control trajectory in the accessible space that maximizes a utility function.

In contrast to requiring a potentially complex nonlinear potential function, the gyroscopic avoidance approach handles obstacles by applying a steering force to the robot without increasing the Lyapunov energy of the system [20]. The applied steering force, therefore, does not affect the Lyapunov stability of the controller. This method is semi-globally convergent to the goal state in the presence of unknown convex obstacles. Gyroscopic avoidance has been successfully applied to create flocking behavior in a multi-agent system [21] and to control an Unmanned Ground Vehicle (UGV) [22]. A gyroscopic force added to a potential field approach was applied to quadrotor swarm formation in [23], but only a simplified kinematic model for the quadrotor was considered.

This work extends the gyroscopic avoidance approach [20] (originally developed for fully actuated systems) to under-actuated dynamical systems in 3D workspaces through a backstepping technique. To ensure convergence in the presence of multiple obstacles, a novel obstacle avoiding steering function has been designed to enable smooth transitions between colliding and non-colliding directions of motions. Furthermore, to ensure stability even when the system has a finite obstacle detection radius, a smooth obstacle control gain is employed. Two types of 3D obstacles are considered: cylinders and spheres. Many real world obstacles can be modeled using a combination of these primitives.

We demonstrate the ability of the method to perform obstacle avoidance in two challenging simulated scenarios. The controller is first employed on a quadrotor and shown to converge to a goal position while avoiding a forest of...
trees modeled as cylinders with spherical canopies. A similar example involving a nanosatellite has shown convergence to a goal position while avoiding space debris modeled as spheres. To the best of the authors’ knowledge, this is the first controller providing convergence for these types of underactuated systems in complex scenarios.

The rest of the paper is organized as follows. In §II we specify the dynamics of the class of underactuated systems considered. In §III, a desired gyroscopic controller is designed for the translational dynamics. This controller is extended to the class of underactuated systems through backstepping in §IV. Next, the design of gyroscopic obstacle avoidance gains specific to cylindrical, and spherical obstacles are specified in §V. Finally, simulations of a quadrotor and nanosatellite in non-trivial scenarios are shown in section VI. The proof for stable collision avoidance is derived in Appendix.

II. DYNAMICS OF UNDERACTUATED SYSTEMS

We consider underactuated systems modeled as rigid bodies with position \( p \in \mathbb{R}^3 \) and velocity \( \dot{p} \) in a fixed inertial frame, orientation matrix \( R \in SO(3) \) and body-fixed angular velocity \( \omega \in \mathbb{R}^3 \). The control inputs for the system are the body torques \( \tau \in \mathbb{R}^3 \) and thrust force \( u_t \in \mathbb{R} \) in some known body-fixed direction \( e \in \mathbb{R}^3 \). The system is subject to known external forces given by \( f \in \mathbb{R}^3 \) and no external torques. The dynamics is

\[
\begin{align*}
mp\ddot{p} &= Reu_t + f, \\
\dot{R} &= R\dot{\omega}, \\
J\dot{\omega} &= J\omega \times \omega + \tau,
\end{align*}
\]

where \( m \) is the mass and \( J \) is the rotational inertia.

Our goal is to design a Lyapunov-stable controller achieving a given desired goal position \( p_d \) with zero velocity \( \dot{p}_d = 0 \) while avoiding obstacles. To accomplish this, we first design a gyroscopic obstacle avoidance controller for the translational dynamics of the underactuated system. The resulting “desired” control forces for this controller cannot be directly achieved due to under actuation. Therefore, we perform a backstepping procedure which closes the loop in stages and ultimately achieves stability. We next describe the translational and gyroscopic parts of the controller derivation.

III. GYROSCOPIC AVOIDANCE

We first design a gyroscopic avoidance controller for the position coordinates. Let \( g \in \mathbb{R}^3 \) denote the translational input force. For clarity, let the system’s translational state combining position and velocity be denoted by \( x = [p^T, \dot{p}]^T \).

The translational dynamics is then given by

\[
\dot{x} = Ax + B(g + f),
\]

\[
A = \begin{bmatrix}
0 & I_{3\times3} \\
0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
\frac{1}{m} I_{3\times3}
\end{bmatrix},
\]

The underactuated dynamics considered in (1-3) is an extension of this subsystem, where the control force is given as the thrust vector \( g = Reu \) and the thrust direction \( Re \) is controlled by the rotational dynamics of the system.

The design of the controller starts with defining the error \( z_0 \in \mathbb{R}^6 \) between the state \( x \) and the desired state \( x_d = [p_d^T, 0^T]^T \), given by

\[
z_0 = x - x_d.
\]

For a standard linear system considered in (4-5), a Lyapunov stable feedback control law can be achieved using a desired force \( g_d \in \mathbb{R}^3 \) given by

\[
g_d = -Kz_0 - f,
\]

\[
K = [K_p, K_v],
\]

where \( K_p, K_v \in \mathbb{R}^{3\times3} \) are positive definite matrices corresponding to proportional and derivative gains, respectively.

Gyroscopic avoidance is equivalent to adding force terms which steer the system around the obstacles. This obstacle avoidance is achieved by adding the desired force perpendicular to both the current velocity and the steering axis of the obstacle. The control law is thus augmented according to

\[
g_d = -Kz_0 - f - G(x)\hat{p},
\]

where the matrix \( G(x) \in \mathbb{R}^{3\times3} \) is skew-symmetric. This matrix instantaneously rotates the velocity away from an obstacle. Equivalently, the steering force \( G(x)\hat{p} \) can be regarded as being perpendicular to the velocity of the robot.

For stability analysis it will be useful to define the storage function

\[
V_0 = \frac{1}{2} z_0^T P z_0,
\]

where

\[
P = \begin{bmatrix}
K_p & 0 \\
0 & mI_{3\times3}
\end{bmatrix}.
\]

We then have

\[
V_0 = \frac{1}{2} z_0^T P (Ax + B(g + f)) + \frac{1}{2} (Ax + B(g + f))^T P z_0.
\]

If the system if fully actuated, the input force \( g \) can be set to the desired control force \( g_d \) and it would be possible to show asymptotic stability. Yet, the input force for an underactuated system is restricted only along the single body direction \( Re \) and cannot be set to the desired force \( g_d \). Hence, the above controller is extended to the full underactuated system dynamics using a backstepping procedure as described next.

IV. BACKSTEPPING PROCEDURE

We next close the loop in stages using backstepping. The controller designed in (6) requires the control force on the system \( g \) to be equal to a desired control force \( g_d \) that stabilizes the system. The desired force \( g_d \) cannot be achieved directly for underactuated systems since the control force can only be applied along some known body direction \( Re \). Instead, the difference between the applied force \( g \) and desired force \( g_d \) is considered as an error \( z_1 \in \mathbb{R}^3 \) defined by

\[
z_1 = g - g_d.
\]
to be further suppressed in the backstepping procedure. With this definition, we have
\[
\dot{V}_0 = z_0 \dot{Q} z_0 + (B^T P z_0)^T (g - g_d),
\]
where
\[
Q = \begin{bmatrix} 0 & 0 \\ 0 & -K_z \end{bmatrix}.
\]
Next, a new Lyapunov candidate which includes error \( z_1 \) as
\[
V_1 = V_0 + \frac{1}{2} z_1^T z_1,
\]
with time-derivative given by
\[
\dot{V}_1 = z_0 \dot{Q} z_0 + z_1^T (\dot{g} - \dot{g}_d + B^T P z_0),
\]
which can be expressed as
\[
\dot{V}_1 = z_0 \dot{Q} z_0 - k_{z_1} z_1^T z_1 + z_1^T z_2,
\]
where \( z_2 = \dot{g} - a_d \) and \( a_d = \dot{g}_d - B^T P z_0 - k_{z_1} z_1 \). The variable \( a_d \) is a desired value for \( \dot{g} \) which cannot be achieved by the underactuated systems. Thus, continuing the backstepping procedure a new Lyapunov candidate which includes the error between the desired and actual values of \( \dot{g} \) is given as
\[
V_2 = V_1 + \frac{1}{2} z_2^T z_2,
\]
with derivative
\[
\dot{V}_2 = z_0 \dot{Q} z_0 - k_{z_1} z_1^T z_1 + z_1^T z_2.
\]
The desired value of \( \dot{g} \) which ensures \( \dot{V}_2 \) is negative semi-definite is denoted as \( b_d \), and is computed as
\[
b_d = \dot{a}_d - z_1 - k_{z_2} z_2,
\]
\[
b_d = \dot{g}_d - B^T P z_0 - k_{z_1} z_1 - k_{z_2} z_2,
\]
where
\[
\dot{g}_d = -[0 \ G(x)] z_0 - 2[0 \ G(x)] z_0 - K_z z_0,
\]
and
\[
z_0 = A^2 x + AB(f + g) + B g.
\]
For the underactuated systems, the derivative \( \dot{g} \) can be expanded as
\[
\dot{g} = R [\dot{e} u + \dot{\omega} e u + 2 \dot{\omega} e u + \omega^2 e u].
\]
Finally, the control inputs \( \tau, \dot{u} \) can be chosen to satisfy the desired \( b_d \) by setting
\[
\tau = \mathbb{J}[e \times (R^T b_d - \omega^2 e u - 2 \dot{\omega} u)]/u - \mathbb{J} \omega \times \omega, \tag{11}
\]
\[
\dot{u} = e^T (R^T b_d - \omega^2 e u - 2 \dot{\omega} u). \tag{12}
\]
Note that this controller does not directly control the thrust force \( u \), but instead controls \( \dot{u} \). The state of quadrotor system is extended by \( u, \dot{u} \) to account for this. The controller for torque \( \tau \) shown in (11) has a singularity when the thrust force goes to zero \( u = 0 \). This is not a problem in practice since the vehicle always produces positive force \( u \) while navigating.

**Proof of Stability:**

Let the error state for the system be given by \( z = [z_0^T, z_1^T, z_2^T]^T \). Using the control law described in (11), the derivative of Lyapunov Function \( V_2 \) is evaluated as
\[
\dot{V}_2 = \frac{1}{2} (z_0^T P z_0 + z_1^T z_1 + z_2^T z_2), \tag{13}
\]
\[
\dot{V}_2 = z_0^T Q z_0 - k_{z_1} z_1^T z_1 - k_{z_2} z_2^T z_2 = z^T K_z, \tag{14}
\]
with \( K = \begin{bmatrix} Q & 0 \\ 0 & k_{z_1} & 0 \\ 0 & 0 & k_{z_2} \end{bmatrix} \). The boundedness of the states and controls is ensured only if the robot does not collide with an obstacle. The proof for collision avoidance is provided in section VII-A which guarantees boundedness of the control inputs. The smoothness of \( V_2 \) is ensured by a smooth control law, which implies the steering forces must be \( C^2 \) smooth. The design of proper steering forces is discussed in the following section.

**V. OBSTACLE AVOIDANCE COEFFICIENTS**

In the backstepping controller shown in (11), the specific form of gyroscopic avoidance matrix \( G(x) \) is not specified. In this section, we discuss the form of \( G(x) \) suitable for obstacle avoidance.

The obstacle avoidance matrix \( G(x) \) is decomposed into a sum of obstacle avoidance matrices \( G_i(x) \) corresponding to individual obstacles. Each individual obstacle avoidance matrix is composed of angular obstacle avoidance gain \( k_1(\theta) \), radial obstacle avoidance gain \( k_2(d_i) \), and the steering axis \( e_i(x) \). In summary, we have
\[
G(x) = \sum_i G_i(x), \quad G_i(x) = k_1(\theta) k_2(d_i) e_i(x). \tag{16}
\]
where the hat operator \( \hat{\cdot} \) maps the steering axis to a skew symmetric matrix as
\[
\hat{e} = \begin{bmatrix} 0 & -e_3 & e_2 \\ e_3 & 0 & -e_1 \\ -e_2 & e_1 & 0 \end{bmatrix}.
\]

The angular obstacle avoidance gain reduces the magnitude of steering force as the robot heads away from the obstacle, while the radial obstacle avoidance gain forces the magnitude of steering force to be inversely proportional to the distance between the robot and obstacle. In addition, the steering force should be negligible beyond a user specified distance from the obstacle known as the detection radius, since the obstacle avoidance is not active beyond this distance. The second order derivatives of \( G \) are used in the backstepping control law (11). Therefore, the obstacle avoidance gains and steering axis direction should be \( C^2 \) smooth functions.
The obstacles considered in this work are either cylinders or spheres. The choice of obstacle avoidance gain and steering axis for the two obstacles are discussed next.

A. Cylinders

A cylinder is specified by the major axis \(a\), radius \(r\), and a point on the major axis \(o_p\). The cylinder obstacles are assumed to have infinite length. The steering axis \(e(x)\) for a cylindrical obstacle is chosen along the major axis \(a\) which applies steering correction around the major axis of the cylinder. There is an ambiguity on the sign of the principal axis of the cylinder, which corresponds to driving to the right or left of the cylinder. The sign of the steering axis is determined according to (17-20). According to this approach, the robot avoids the cylinder by steering right if it is heading to the right of the cylinder, and the opposite when heading left of the cylinder. The steering axis \(e(x)\) is mathematically computed as

\[
v = p - (a^T p)a,
\]

\[
\Delta p = o_p - p,
\]

\[
d = \Delta p - (a^T \Delta p)a,
\]

\[
e(x) = \text{sign}(a^T (d \times v))a.
\]

The velocity \(v\) is the projected robot velocity onto the plane perpendicular to the major axis of the cylinder \(a^\perp\). Similarly, the displacement vector \(d\) is the projection of the vector connecting the robot center to the point on the major axis of the cylinder onto the plane \(a^\perp\).

The sign function is not differentiable, hence it is not suitable for the backstepping control law. A scaled sigmoid function which helps approximate the sign function is chosen instead. The smooth steering axis is given by:

\[
e(x) = \left(2S(a^T (d \times v)) - 1\right)a,
\]

\[
S(t) = \frac{1}{1+e^{-at}}.
\]

The angular obstacle avoidance gain is chosen to decay exponentially with the angle between the robot heading and obstacle \(\theta\). The mathematical form of the angular gain is described as

\[
k_1(\theta) = \exp[k_{\text{att}}(\theta - 1)],
\]

\[
\theta = \frac{d^T v}{\|d\| \|v + \lambda a\|}.
\]

The variable \(\theta\) is the cosine of the angle between the projected velocity \(v\) and the projected displacement vector \(d\), and \(k_{\text{att}} \in \mathbb{R}^+\) adjusts the sensitivity of the steering force to the robot’s heading. When the magnitude of the projected velocity approaches zero, the angle between \(d\) and \(v\) is undefined. A velocity vector in the null space of projected velocity is added to the projected velocity in (22) to avoid this singularity. This regularizing term also ensures that the derivatives of \(k_1(\theta)\) remain bounded.

The specific form of the radial obstacle avoidance gain is shown below:

\[
k_2(d) = k_{\text{obs}} \frac{S(r_d + r - \|d\| - \varepsilon) - S(\|d\|)}{\|d\| - r}.
\]

A sigmoid function is used as a smooth approximation of the step function to suppress the radial gain beyond the finite detection radius \(r_d\). The value of \(\varepsilon\) is adjusted such that the radial obstacle avoidance gain at the detection radius is negligible. The gain \(k_{\text{obs}}\) scales the steering effort. An appropriate value for \(k_{\text{obs}}\) can guarantee obstacle avoidance as discussed in appendix V.

The complete obstacle avoidance matrix for a cylindrical obstacle is written as

\[
G(x) = k_{\text{obs}} e^{k_{\text{att}}(\theta - 1)} \frac{S(r_d + r - \|d\| - \varepsilon) - S(\|d\|)}{\|d\| - r} (a^T (v \times d))\dot{a}.
\]

B. Spheres

A sphere is specified by its center \(o_p\) and radius \(r\). Unlike a cylinder, the steering axis for a sphere is not constant, and is chosen based on the robot velocity and displacement vector from the robot to the center of the sphere. Given the velocity of the robot \(v = \dot{p}\), the distance to the sphere \(d = o_p - p\), the form of steering axis chosen as

\[
e(x) = \frac{d \times v}{\|d \times v\|}.
\]

When the robot is heading towards the obstacle, the cross product of \(d \times v\) goes to zero, which creates unbounded derivatives of the steering axis. To avoid this issue, a regularized value of norm of the cross product is used. The norm of the cross product can be written as

\[
\|d \times v\| = \sqrt{\|d\|^2 \|v\|^2 - (d^T v)^2}.
\]

The regularized value can then be formulated as

\[
\|d \times v\|_{\text{reg}} = \sqrt{\|d\|^2 \|v\|^2 (1 + k_{\text{reg}}) - (d^T v)^2}.
\]

The gain \(k_{\text{reg}}\) ensures that the norm \(\|d \times v\|_{\text{reg}}\) is non-zero even when the robot is heading towards the obstacle.

The radial obstacle avoidance gain \(k_2(d)\) is the same as that of cylinder obstacle. Similar to the cylinder case, the steering gain chosen for a spherical obstacle as \(k_1(\theta) = \exp[k_{\text{att}}(\theta - 1)]\), where \(\theta\) the angle between the robot heading and obstacle is given by

\[
\theta = \frac{d^T v}{\|d\| \|v\|}.
\]

The steering obstacle avoidance gain and the steering axis are not defined when the robot velocity is zero. This singularity is avoided by setting the obstacle avoidance to zero when the velocity of the robot is below a threshold \(\delta\). The complete obstacle avoidance matrix \(G\) for a sphere is written as

\[
G(x) = \begin{cases} 
 k_{\text{obs}} e^{k_{\text{att}}(\theta - 1)} \frac{S(r_d + r - \|d\| - \varepsilon) - S(\|d\|)}{\|d\| - r} (a^T (v \times d))\dot{a} & \text{if} \|v\| > \delta, \\
 0 & \text{otherwise}. 
\end{cases}
\]
Several assumptions are required for finding the gain. To start with it is assumed that there is a single obstacle in the scene used for testing is that of a forest with tree discontinuities, even though the obstacle detection radius of energy function asymptotically approaches zero with no trajectory are shown in Fig. 2. Note that the Lyapunov state, control, and Lyapunov energy history of the quadrotor goal while avoiding obstacles as illustrated in Fig. 1. The backstepping parameters have been chosen to guarantee obstacle avoidance of the system is presented. Moreover, the obstacle coefficient design approach employed in this work can be extended to include new primitives such as finite-length cylinders, finite planes, and ellipsoids. The backstepping procedure can also be extended to stabilize the system under bounded external disturbances as explained in [11]. Future work will concentrate on implementing the gyroscopic obstacle avoidance controller on a real system and showing that the convergence guarantees hold.

**APPENDIX**

**A. Proof of Obstacle Avoidance**

In this section, the appropriate choice of scaling gain on the distance obstacle avoidance $k_{obs}$ shown in (23) required to guarantee obstacle avoidance of the system is presented. Several assumptions are required for finding the gain. To start with it is assumed that there is a single obstacle in the
environment. Further, the gain matrices $K_p$ and $K_s$ used in the desired force $\tau_d$ in (8) are assumed to be constant matrices as in $k_p I_{3 \times 3}, k_s I_{3 \times 3}$, and we set $m = 1$ for simplicity. If the robot is not moving $\dot{p} = 0$, it is assumed that the robot will not collide with an obstacle. The proof for obstacle avoidance is explained through the principle of contradiction similar to the proof shown in [20].

Let the system collide with the obstacle at $t_c$ with non-zero velocity $\dot{p}(t_c) \neq 0$. The dynamics before the collision during the interval $I = [t_c - \Delta t, t_c]$ is considered. The closed loop translational dynamics of the underactuated system can be written as

$$\dot{p} = g + f - k_p (p - p_d) - (k_s I_{3 \times 3} + G) \dot{p} + z_1.$$  

Integrating the dynamics for the interval $I$ gives $\dot{p}(t_c)$ as

$$\dot{p}(t_c) = e^{-k_s \Delta t} R_G(t_c, t_c - \Delta t) \dot{p}(t_c - \Delta t) + e(\Delta t),$$

$$e(\Delta t) = \int_{t_c - \Delta t}^{t_c} e^{-k_s (\tau - \tau')} R_G(\tau, \tau') (-k_p \Delta p + z_1) d\tau,$$

where $R_G(t, \tau)$ is given by solving $\frac{d}{dt} R_G(t, \tau) = -G(x) R_G(t, \tau)$ with $R_G(t, t) = I$ [26]. The obstacle avoidance matrix $G(x)$ has the form shown in (16). The steering axis $e_j(x)$ is assumed to be constant during the small time $\Delta t$. For cylindrical obstacle, the steering axis is chosen to be the major axis of cylinder, hence it is constant during $\Delta t$. For a sphere, this is a valid approximation assuming the displacement vector does not change during the interval $I$. Under this assumption, the rotation matrix $R_G(t, \tau)$ can be simplified as

$$\frac{d}{dt} R_G(t, \tau) = -k_1(\theta) k_2(d) e \dot{R_G}(t, \tau),$$

$$R_G(t, \tau) = e^{-\int_{t}^{\tau} k_1(\theta) k_2(d) dt} = R_G(\psi(t, \tau)),$$

$$\psi(t, \tau) = \int_{\tau}^{t} k_1(\theta) k_2(d) dt.$$

The form of $R_G(\psi(t, \tau))$ implies that the obstacle avoidance matrix induces a rotation about the steering axis $e$, where $e$ is assumed to be constant during $\Delta t$ and the amount of rotation is given by the angle $\psi(t, \tau)$.

Let the initial value of the Lyapunov function (13) be $V_{\text{max}} \triangleq V_2(t = 0)$. It has been shown in (14), that the Lyapunov energy is non-increasing over time. The error vector $e(\Delta t)$ from (26) is shown to be $O(\Delta t)$ (i.e. the norm of the vector is $O(\Delta t)$) as follows

$$\|e(\Delta t)\| \leq \int_{t_c - \Delta t}^{t_c} \|(-k_p \Delta p + z_1)\| d\tau,$$

$$\leq \int_{t_c - \Delta t}^{t_c} k_p \|\Delta p\| + \|z_1\| d\tau,$$

$$\leq \sqrt{V_{\text{max}}} (\sqrt{2k_p + 1}) \Delta t,$$  

using (10,13).

Using this result, the velocity at $t_c$ from (25) can be written as

$$\dot{p}(t_c) = e^{-k_s \Delta t} R_G(\psi(t_c, t_c - \Delta t)) \dot{p}(t_c - \Delta t) + O(\Delta t).$$  

Since the Lyapunov energy is non-increasing over time and $\frac{1}{2} m \|p(t)\|^2 < V(t) \leq V_{\text{max}}$ according to (13,10), the norm of the velocity of the system is upper bounded as $\|\dot{p}(t)\| < \sqrt{V_{\text{max}}}$. This implies the projected velocity $v(t)$ shown in (17 should also have the same property, i.e. $\|v(t)\| \leq \sqrt{2V_{\text{max}}}$. The derivative of the projected distance vector $d(t)$ is evaluated to be the negative of the projected velocity $\dot{d}(t) = -v(t)$. The projected distance at the time of collision is equal to the radius of the obstacle $|d(t_c)| = r$. The projected distance at $t_c - \Delta t$ can be bounded as

$$|d(t_c - \Delta t)| \leq \sqrt{2V_{\text{max}}} \Delta t + r.$$  

The projected distance is assumed to be continuously getting closer to the obstacle as in

$$\|d(t)\| \leq \|d(t_c - \Delta t)\| \quad \forall t \in I.$$  

Since the robot is heading towards the obstacle, the absolute value of the heading of the robot from the obstacle will be less than $\pi/2$. Hence, the angular avoidance gain during the interval $I$ can be bounded as $k_s(\theta(t)) \geq e^{-k_s \Delta t}$. The robot is also assumed to be within the detection radius. Hence, the obstacle avoidance gain is simplified as $k_2(\|d(p(t))\|) = k_{obs} / (\|d(p(t))\| - r)$. A lower bound on the
rotation $\psi(t_c, t_c - \Delta t)$ is found using above results as
\[
\psi(t_c, t_c - \Delta t) = \int_{t_c - \Delta t}^{t_c} k_1(\theta(t))k_2(d(t))dt,
\]
\[
\geq \int_{t_c - \Delta t}^{t_c} e^{-k_{\text{corr}}} \frac{k_{\text{obs}}}{\|d(t)\| - r} dt,
\]
\[
\geq e^{-k_{\text{corr}}} \frac{k_{\text{obs}}}{\sqrt{2V_{\text{max}}}}, \quad \text{using (28-29)}.
\]
If $k_{\text{obs}}$ is chosen as $k_{\text{obs}} \geq \frac{\pi e^{-\omega_v} \sqrt{2V_{\text{max}}}}{c} - c$, the lower bound on the rotation induced by the obstacle avoidance matrix is given by $\psi(t_c, t_c - \Delta t) \geq \pi$. This bound is not dependent on time left to collision $\Delta t$. Using (27), the velocity at the time of collision is rotated around the obstacle axis by more than 180 degrees from the time $t_c - \Delta t$ when the robot is expected to be heading towards the obstacle. Thus at time $t_c$ when the robot collision occurs, the robot is not heading towards the obstacle which is a contradiction to our initial assumption that the robot collided with the obstacle at nonzero velocity for which the heading angle needs to be towards the obstacle. Even with a small time to collision, the robot can completely avoid the obstacle with the appropriate gain selection of $k_{\text{obs}}$.

In practice, this a very conservative gain and smaller values than this have achieved satisfactory collision avoidance.
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